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Abstract

This pa'er explores the questions of how and why chilOren learn

names for things. The acquisition of reference is set within a

br ader discussion of linguistic representation, which defines lan-

guage as a system functioning modulo the individual language user,

the world of experience, and, the social community. It is argued that

4- e essetiai function nf human language is to alloW indirect (rather

than direct) relerence, and hypotheses are presented on how the

child's motivation, his assumptions about what language is for, and

level of linoutistic consciousness determine the role of indirect

rerence in chilcilm-en'S learning of names.

In an experiment eliciting indirect reference, four naming

strategies, were hypothesized: overgenera ization of a real (but in-

correct) name, frustration, description, and made-up names. Twelve

Ss between the ages of 3;1 and 44 were présentea strange and novel

tems in picture and object contexts and asked to name those. items

Once the stimuli were removed- The least meture Ss used mostly over-

generalized names. More mature Ss showed some frustration, and used

both overgeneralization and description. The most mature Ss showed

an increased number of descriptions and used made-up names as well.



I. INTRO UCTION

This paper is about t .0 deceptiv ly si pie ques ons: how and

why do children learn names for thing. . The "how" question has

repeatedly recurred in the linguistic literture ( .g. Brown,1958;

Quine 1958, 1960, 1974; Nelson, 1973, 1975a;Cla 1973; Angelin,

19751 Rosch, 1975). Mo t of the discussion has con erned such issues

as the particular semantic domains, children's early words cover

e g. Clark, 1973), the proportion of concrete or abstract norms in

the young child's lexicon g. Brown, 1958), or whether words are

first learned as proper or comm n names (e.g. Quine, 1958). With the

exception of Nelson's work (e.g. 1973), the "why" question has

received considerably less attention.

The present study suggests an alternative approach to the

q ection of how and why children learn names by setting the study of

naming within a broader discussion of linguistic representation.

M-tivat on for learning is explored, and .. some prelimdnary data are

presented on the kinds of naming strategies children use when tney

need to identify items whose names they do -ot. know.

II. LINGUISTIC REPRESENTATION AND THE ACQUISITION OF PEFERENCE

A. Lingu sti- Representation

Human language can be def ned as a system of symbols which

functions modulo a three-way relationship between the individual

language user, the world of experience, and the social community.

Language is used to represent experi nce, that is, to establi h a

correspondence between the world -nd an in6ividuals representation

f it. However, in order to guarantee that such experience can be

shared, the correspondences must be held in cormion by other members

4
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of the individual's social -- and linguistic -- community.

The problem of how a correspondence is established bet- en

experience and human linguistic representation has traditionally

b-e- viewed without ref rence to whether the representation

individual or social. We can take as a paradigm Odgen and Richard'

(1923) notion of a referential triangle:

thinking cepts/meaning

the world language

fhilosophers, psychologists, and linguis s have apprcache_ the suudy

of representation (or reference) from different points on the refer-

ential triangle. Philosophical work in Jlis area has been concern -d

th how we know what the world is like -- that is, with the study

eoistemology. The empiricist philosopher's problem. is that We

only come to know the world through our sense impressions, which, in

turn, -e typically articulate through language. Thus,_ in drawing

conclusions about what the material world is like, it is necessary

to pass first ,through a sensory filter, and then th-ough a linguist:

filter. For the philosopher to work his way back to "reality", he is

forced to confront language and pe_ eption (and, by Implication,

inking) in order to understand the ways in which they mey distort

our knowledge of what actually is.

The psychologist's iterest is in human thinkirg, ?owever, in

order to perceive or to think, one must perceiVe or think about some-

tlfing, and thus, unless he believes in innate ideas, the psychologist

must necessarily consider the material world as input to the senses

and the mind. Similarly, since one of the best indicators of percep-

tion or thinking is language, psychological experiments often become



inadvertent studies in p_ycholinguistics. Thus, although psychology

does not directly study either experience o-- language, the psycho-

logist ends up concer ing himself with both.

The liriguists domain has trad.tionally been linguistic ruc-

ture. Yet syntax and semantics involve the other branches of t

refelential triangle as well. ittgenstein's pic ure theory of

language Wittgenstein, 1961) attempted to explore the extent to

which language corresponds to the world of perience. More recently

the study of langua'ge universals has turned from cataloging (e.g.

Gre nberg,196.0, 1966) to explana ion (e.g Kay and B-rlin, 1969),

d has begun to question how un versals ot experience or of human

peirception and thinking determine language structures (for attempts

planation of universals in language acquisition, see Slobin, 19

C ark, 1973).

In each of these domains -- ph losophy, psychology, linguis ics

the one important variable typically MiSsing from the discussion of

representation is that ot the linguistic community. Unless we have

some way of insur'ng that different members of the speech community

have the same correspondences between experience, thinking, and

language, then the commun cative func"-n of language is defeated.

Quine discusses the p_Joble:- of. social agreement on linguistic

referents with respect to adult language users (1960) and children,

learning language (1974). In both cases, the problem is one of

translation: if Ire as an adult speaking to another adul

or as a. parent te.clAing a child to talk, how does my interlocutor

puz le out precis ly what I am referring to the w rld of exper en

In Word and Object, Quine creates the hypothetical examp e of

g_avagi illustrating the impossibility of radical translation. A mor

6



well-known example in the

Ca t-in Cook:

1 literature Inv(' v t,* o e other than

When he discovered Austral a, Cook sent a sailor ashore
Lo inquire of the natives the name of a strange animal
that they had brought to the'ship from. land. The sailor
reported that it was known as a kangaroo. Many years
passed before it was learned that when the natives were
asked the name of the animal, they replied "kangaroo"
and were simply asking, "What did you say?" (Mueller,
1974:vi)

The same problem of misunderst od referent continually arises

when children learn to speak. Children underdetermine the semantic

doma n of words, calling tigers a d elephants "dogs" because they

have four feet. They overdeterrnine words, believing, for ins ance,

that all ice cream is va illa since that is the only flavor served

at home. Or they misdete mine domains altogether, like a child who

believes that God "drole" Adam and Eve out of the Garden of Eden

in a four door sedan.

B. Direct and Indirect Reference

0:iscussing linguistic reference, we need to know whv ad

under what conditions humans use language to refer in the first

place. Reference can be considered with respect to a scale -f geo-

graphic or temporal proximity between experience and language. At

one end of the scale we can speak of collocation of entity and ob-

server such that the observer can actually touch or pick up the

ent. ity in question. At the next step removed, the entity is still

n visual range (and can be pointed to), although it is not in

physical reach. If language is used to refer to entities in eith

of these instances, we shall refer to su h reference as direct

reference At the other end of the spectru indirect -eference

that is, linguistic representation used to refer to entities which
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are not present in the lan uage user's visual field, either because

they do not exist at the present time (e.g. my gre eat grand-

father) or because they are geographically dis ant (e.g. Pago Pago

In the recent philosophical literature, Quine (e.g. 1960) has dealt

most extensively with direct reference, while Bhatta _rya (1975)

has explored the nature and significance of indirect reference.

Both phvlogenetically and ontogenetically, human language

initially grows out of contexts in which linguistic symbols can be

matched (if only approximately) with items of experi nce present in

the visual field at the time of naming However, the pri ary use of

human language is for making indirect reference, that is, for referring

when the referent is not within view. When it is necessary to refer

to something out of the visual field for which the speaker and inter-

locutor do not share a common term, a description can be provided,

which, in turn --y later by replaced by a conventional name or nonce

form which both parties agree upon. Phylogenetically, indirect refer-

ence enables man to plan a hunt, to warn his group of danger, to

engage in exchange, to-form mythologies and religion, to compose

histories, and to develop culture. Ontogenetically, children make

increasing use of indirect reference in le- ning to function with

individuals outside their iimnediate family group who need more infor-

mation from the child than a cry or a pointing finger to discern the

child's intent.

The centrality of indirect reference to human survival and civi

lization becomes clearer through reflecting upon the importance of

indirect reference in domains other than face-to-face spoken language.

Practically all of art has as its function the representation of

sort ething which is not present. (Only in such places as cu :ent



school year books does one even have the opportuni.ty to juxtapose

the original and the Le resentation.) Similarly, if we consideT

written repre entation -- ranging from Maya glyphs to Chinese

-a -ters we find that practi aTly all writing has as 7,1ts func-

tion the repre

time

ni

or space

he s

entation of an experience

(or both). Turning back to

for som--

spoken langua

emphasis on indirect reference. From th

a patient's account of his upset stomach, from a 1

ancient Greece to a d -'s request for a rare filet

stant in

, we recog-

v-hing news

ure on

gnon,

continually use language because we need to refer to tires of

experience which we cannot indicate by either touching pc

The use of direct refere ce ("That's a big fish you caught'

"Please pass those potatoes") accounts for a comparatively small

portion of human speech.

We have hypothesized t at although (a) hu an language ini .-Ily

grows out of collocations of word and object, b) human langua e is

basically used to refer to elements of experience which are geographi-

lly or temporally distant. Given these basic hypoth ses, we ar

able to return to the study of the acquisition of reference by

children, and see what specific forms these hypot-eses take develop-

mentally and how they can be tested.

we

ing.

C. The Acquisition of Reference

In the early language acquisition literature -g. m arthy, 1946),

studies of lexica_ development typically discussed the so-called

naming explosion which was said to oc_ur in children sonewhere

between the ages of 1 1/2 and 2. while perpetuating this assumption

that all children go throagh a naming explosion (e.g. M -yuk, 1971),
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more sophisticated work has dealt with the semantcs of early

naminy, ranging from intuitive models of over e ralization (e.g.

Leopold, 1939) to semantic feature the r Clark, 1973) and

beyond (e.g. Angelin, 1975; Nelson, 1975 All of these theories,

when taken in conjunction with a functional analysis of language of

the sort developed by Halliday (1975) or Nelson (197 would seem to

be easily subsumed under the study of "referential" language.

There are, as I see it, =four distinct but interrelated problems

the study of the acquisition of reference thus far. To begin

with, some children dc not seem to go through the so-called naming

explosion, that is, there is no clearly identifiable period of ear y

language acquisition whi-h is chara terized by naming things or

people. Second, since everyone does eventually learn a vast number of

names -- whether it be through a naming explosion or some more gradual

proce ee Nel on, 1975a) -- an explanatory theory of language

acquisition -ill need to account for what motivates children to

learn all of these additional labels.

Third, we need to question whether naming behavior is p operly

seen as serving a referential function. At Brown University, we have

been studying the function's children use language for. Instead of

assuming with Hall day (1975) that all children learn the same

functions in the same chronological order, we have focused en differ

ences in language use between children. Nelson (1973) hypo hesized

that in the earliest stages of language acquisition, children may

co e up with a variety of notions about what language is for. Some

children, so she argues, hypothesize that language is a tool for

referring to things (- -called referenti children) while others

assume that language is a means of building up social bonds between

10
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people (so-called expressive children).

At Brawn, we h ve wo ked out a much more f' e-grained analysis

of language fun -tions in children. Utterances are divided into three

major categori object-oriented language (referential language),

self-ord- ted lan uage (expre sive language) and a combination of

second-persori and self-oriented language (interpersonal language).

Each of these major categories is then further divided into sub-

categories which are defined both syntactically and semantically.

We have, however, had a great deal of difficulty in classifying the

speech of childreii according to function when we considered the

actual_ context in hich the speech was being used instead of simply

looking at syntactic structure. Many of the utterances which we

classified as ref rential on a strict syntactic scoring system were

clearly being usea expressively -- to call attention to oneself by

showing one's knowledge of names, or interpers nally -- that is, as

a way of establishing social communication with another person by

engaging_their interest in the named object. ( e might note that

Halliday (2_975) makes a similar point about how one linguis ic form

may actually be serving a different fun tion. Moreover Halliday

argues that the informative function -- what we are calling the

ferential func ion -- is the last one to be learned.) Once one

rec gnizes that the purpose of human language is, at base, social

interaction, it bec mes difficult to uphold a strict functional

distinction which kmplies that referential children are applying

labels simply for the sake of being refere tial. While it is true

that at some poj,nt children must practice applying names to things,

t is not obvious that most of even a significnt portion of child-

ren's application of refer ntial terms is directly connected with

1 1
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lea ning names of things per se.

The fourth problem relates to the fact that with very few

exceptions (recent unpublished work of Roger Brown's is a case in

point) , the literature on the acquisiti n of refer nce deals almost

exclusively with the question of direct reference, ignoring the

question of how situations requiring indirect reference may affect

children's lea::ning of nam

we face an apparent paradox in chi en s aequisiti n of names:

although most actual learning of names takes place when adults attach

labels to objects for children while those objects are visually

present (e.g. "This is a ball. Say 'ball'."), we have argued that
is needed

conditions where indirect reference/provide the pri ary motivation

for learning names. The paradox is sol ed, however, once we recognize

that we are distinguishing between learnng on the one hand, and

motivation on the other. We are hypothesizing that children's

linguistic failure t- make intelligible reference because of restricted

1 xicon serves as an impetus for learning na es once those objects

again come into view'.

There are two qualifications which must be added to this hypothe-

sis. First, we are not claiming that all children are primarily

stimulated to learn names because of their referential failures in

situationS necessitating indirect referexce. Indeed, we hypothesize

that those children which we at Brown or Nelson would classify as

refe-ential may tend-to acquire the majority of names for people or

things through direct reference, that is, when the people or objects

are within their visual field. These are the kind of children who

seem to be most prevalent in modern American society apparently

because American adults today are highly referential parents

12
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and whose early language acquisition is appropriately characterized

by the "naming explosion". While these Children May have the lingui--

tic ability to make indirect reference, they will not do so until

motivation develops to refer to something or someone not present.

Instead, it is the expressive ( r what we are calling personal and

interpersonal) children who, we hypothesize, will tend to learn a

large nunher of names only after finding themselves in social con-

texts which demand them to know names for things which are not yet

in their lexicons. In non-American societies, it is quite possible

that these latter children are far more prevalent than current Ameri-

can data would seem to suggest. At Brown, we are currently under-

taking a comparative functional study with Portuguese-speaking

children to test this hypothesis.

The second qualification is that we must distinguish between

indirect reference as a context motivating the learning of a par-

ticular name, and as a context motivating the child to increase his

or her lexicon in general. For referential children, it is quite

likely that the former will be the case while for expressive child-

ren, the latter. That is, we are suggesting that children who already

know the names of a large number of items may be specifically moti-

vated to learn a name which was needed in the item's absence.

Children whose 2. itial lexicons Contain relatively few names for

objects may be ma' re generally motivated to learn names once they

encounter enough situations in which they find their referential

abilities inadequate for commun eating when the referents towhich

they wish to draw attention .are not visually present.

These hypotheses will be tested in a longitudinal study which

is just getting under way at Brown. In the meanwhile, however, it is

13
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possible to examine a related question, namely, when children are

confronted with situations in which they need to refer to objects

which are not visually present, what do they do? Both children and

adults continually find themselves in this condition. While an

indirect result of the experience may be to learn the correct name

for si_ thing when the item reappears, communication does not -- or

cannot -- always wait for the reappearance of the vanished referent.

Instead language users of all ages must come up with strategies

fo- -aking themselves understood. What we have chosen to examine ex-

perimentally here is what those strategis are i- young children.

III. Elicited Indirect Reference: A Pilot Study

We designed an experiment to determ le the linguistic strategies

children use when asked to make indirect reference to an object for

which they do not already have a na e which is shared by other mem-

bers of the linguistic community. We hypothesized that four general

strategies would be used, emerging in the following chromlog cal

orde

(1) overgeneralization of related name currently in child's

vocabulary

(2) frustration

(3) description

(4) creation of novel names

Just as linguistic stages ove_lap in syntactic development (see Brown,

1973), naming strategies may overlap as well. It was hypothesized

that the least generally linguistically advanced children -- who

may or may not be chronologically youngest -- would also have the

smallest vocabularies and the lowest level of linguistic conscious-ess

(see Baron, 1976)about the relationship between words and their

14
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referents. It was therefore predicted that when asked, to assign

names to novel items, these children would continue the same stra-

tegy followed in normal conversational exp.rience, namely assuming

that every it =m has a name, and "overgeneralizing" a name they

already know to that item. In using the term novergeneralization",

we are not, :holtmver, assuming that the child necessarily fails to

see any differences between the items which the linguistic community

typically identifies by the term, and the items to which the child

is overgeneralizing the word. Indeed, it is equally plausible that

the child overextends the word simply because there is none other

available, and he or she assumes every object must have a name. The

young child's lack of metalinguistic ability to describe his or her

semantic assumptions often leads us to credit young children with

less sophisticated linguistic knowledge than they actually have. For

a disCussion of the difference between linguistic knowledge and the

ability to talk about that knowledge, see Baron, 1976.

As children become more linguistically advanced -- and linguis-

tically couscious -- they begin recognizing that names are separable

from the entities they represent, that names can be given to unnamed

entities, and that names are effective representations only if their

referents are agreed upon by the lingu stio community. The results

of these realizations may initially be frustration (often signaled

by "I don't know" or silence) or an attempt to describe the item

through circumlocution rather than with a definite name.

As, the child continues to mature linguistically -- and metalin-

guistically -- this frustration -Ill subside. That is, the child

becomes aware that failure to know an item's name need not result

a breakdown in communication. The child may either increase the amount

of descriptive language used or, demonstrating his or her metalin-

15
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guistic knowledge that names are not intrinsic parts of the entities

they label, may make up new names for the items. In this last in-

stance, in order to insure that the child's interlocutor will under-

stand the, referent of the nonce form, the new name will need to be

given with the referent visually present,

accompanying description.

alternatively, with an

A. Design

The subjects were twelve children between the a es, of and

4;4 (six of the children, being between 3;1 and 8, and six tween

379 and 4;4). Two experiments were run for each subject, the first

involving sixteen (two-dimensional) pictures, and the second, six-

teen three-dimensional toys. In each set, four items served as con-

trols, depicting common objects like a toothb ush or a mouse. Four

items depicted real animals like a llama or a tapir, whose names all

but the most lexically Advanced children were unlikely to

Another four items depicted made-up animals -- such as a rodent-like

creature with an elephant's nose, or a striped animal with webbed

feet and three eyes Finally, four items depicted fantastic objects

-- such as a slinky with pipe-cleaners coming out of the ends, or

an orange and green object something like an autoharp. The order of

presentation was counterbalanced between subjects, as was the order

of experiments.

Two expe. imenters worked with each subject. The first experi-

menter (E1) read the child a short story whose moral was, it

useful to be able to name things if you want someone else to

know what you are talking about. E2 was then sent out of visual

range. E presented the first'four experimental items to the child,

know.

16
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giving him or her a chance to become familiar with their properties.

The child was told that he Or she would have to give names to these

objects after E
2
returned (1e. elicited indirect referen and

that E would later try ta identify the objects by hearing their
-2

names. The items were then placed in a bag and- E2 was recalled. The

child was first asked to sUpply names for all four items (which were

still out of sight). After naming them, the objects were returned to

view, and E2 -as asked to guess whiCb names went with which items The

same procedure was fol o-ed for all four sets of

B. Results

Responses were scored in five basic categories, three of which

were further subdivided:

(1) frustration ("1 don't know", ence)

(2) u e of real (but incorrect)
_

superordinate category (e g. stimu us: tapix
response: animal)

milar semantic field based on common attribute or
(e.g. stimulus: platypus

response: duck)

(3) descri tion

a. superordinate category (e.g. "a funny X", a kind of an X")

b. similar semantic field (e.g. "like an X')

c. description of attribute or form (e.g. "stripes with squares )

d. description of function ("you can't write on it")

(4) made-up name

a. proper flame (e. "Toby")

b. nonsense word (e.g. "minosaur")

c. made-up element plus real element (e.g. 'tweddle bug")

(5 ) correct name (control items, strange but geal anima s)

17
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The responses summed across experi ents and items are presented

in Table 1.

ert Table 1 here ----

The most common naming strategy used was type 2 -- use of a real (b_t

incorrec- ) name. Of the 384 total responses, 151 were overgenera_ized

real names. The next highest reSponse was correct identification

(applicable only to control items and the, strange but real animals).

Correct scores (type 5) atcounted for 98 out of 384 responses, Of

which 85 were to control items, and 13 to strange, but real animals.

The use of descriptions (response type 3) was the next most frequent

strategy with '68 instances, followed bl frustration (type 1) with

50 instances.o.and made-up responses (type 4) with 17.

Seve_al differences betwe-n age -. groups emerged. The majoxi y Q.E

frustrat' n responses (38 out of 50) occurred among the younger

subjects. The reverse phenomenon occurred with made-up names: only

3 out of 17 node-up names were produced by the younger group. The

d fferenca for type 2 and type 3 responses was less pronounced. The

younger group produced slightly more overgeneralized re.,ponses than

the older (80 vs. 71) , and slightly fewer descriptions than the

older children (29 vs. 39). Finary, the number of correct responses

increased with age (42 vs, 56) , with the number of correct respon-

ses to strange but real animals being only 2 for the younger group

and 11 for the older.

Tables 2 and 3 summarize the data by exp ent (picture vs.

object sti uli) and by stimulus type (control vs. stzange but real

animal vs. made- p animal vs. made-up object).

8



Insert Table 2 here

18

When the data are broken down by experiment, all but one of the age

differences described in Table I continue to obtain. The only ex-

ception is type 3 responses (description) where the younger children

used slightly more descriptions on the object experiment than did

the older children (19 vs. 17).

The most striking difference between experiments occurred

frustration responses. Three fifths (30 out of 50) of the frustra-

tion responses came in the picture experiment. Frustration with

pictures was particularly high for the younger children (23 frus ra-

tion responses to pictures, 15 to objects). Among the younger children,

an equal amount of overgeneralized real names was used for pictures

and object (40 vs. 40), but use of de criptions was less common for

pictures than for objects (10 vs. 19). Among the older children,

there were slightly fewer overgeneralizations for pictures than

objects (33 vs. 38), slightly more descriptions for pictures than

objects (22 vs. 17) and almost twice the number of made-up na es

for pictures as for objects (9 vs. 5).

Inse.t Table 3 here

Analysis by ttimulus type shows the same age differences for

each stimulus type: as found for the data summed across experiments

and items (Table 1 ). Summing across ages, the most frustrating stimuli

were st ange animals; the items most often assigned overgeneralized

names, made-up animals; and the ite s most often described, ade-up

objects. However, none of these differences were sizable. With the

ezception of the older group's frustration responses, which were most

frequent for made-up objects, all of these trends held for both the

1 9



younger and older subgroups.

C. Discussion

The data support the exio ence of the four hypothesized naming

strateg es, and indicate that the, pr_posed chronological ordering

largely correct, it is clear from the data, however, that there is

a great deal of overlap in naming strategies, particularly in the use

of over eneralization and description. Th,tt predoMinAnce of overgen-

eralizations is perhaps best explained by the fact that the children

were instructed to produce a name as a way of identifying the item

they had seen, rathe.r. ,24t1 to produce a description. It is possible

that if the instructiop4 had been presented more neutrall the
in

subject, particularly/ the older group -- would have given more

descriptions.

Frustration responses decreased with age as predicted. The raw

data show, however, that among the two youngest subjects (both age

vl.) there were no frustration responses at all. We initially hypo-

thesized that frustration would only begin to appear in children who

had gained some metalinguistic kirwowledge about the relation between

words, object_s, and the importance of shared convention. The limited

data we have on the youngest subjects would seem to indicate that

this'hypothesis is correct, i.e. that the youngest subjects had no

basis for questioning the plausibility of the task presented to them.
4

We had further hypothesized that the least generally linguisti-

cally advanced and least lingliigtically conscious children would have

the smallest vocabularies. The higher number of c--rect responses

to control and strangebut real items) among the older children,

would suggest that the older children -- who-rely less on overgenera-
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lization than the younger children -- have larger vocabularies than

their younger counterparts.

When the data are analyzed subject by subject, it is possible

to identifytwo maximally contrasting naming patterns which, we should

po nt out, do not always correlate w th age. The least linguistically

mature children (e.g. S2, S9, 12' S14)
overwhelmingly favored the

use of overgeneralized (but incorrect) real names, showing practi-

cally no frustration and creating 7ery few made-up names. Wh n these

ch.ldren used descriptions, they were nearly always of the type 3c,

i.e. description of attribute or form, which requires only super-

ficial analysis. The more linguistically mature children (e.g. S
11'

S13, S15) used more descriptions than overgeneralizations. Mor over,

these descriptions often took the form of superordinate catego ies

"a funny kind of animal"), which indicates an awareness of the

di-tinct on between levels of semantic classification. The same three

subjects also accounted for the vast majority of made-up names (13 out

-1 a total of 17) , which we have argued re,guires a certain level of

linguistic consciousness. Frustration responses were-infrequent among

the most advanced .subjects, with the largest amount of frustration

existing as hypothesized, among the subjects falling between the

least and most advanced in naming patterns.

Neither experimental mode nor type of stimuli had any consistent

effet on naming strategies. The only measurable difference was

seen in frustration on the picture vs. the object experiment. Higher

frustration with pictures particularly among the younger children

may ind_cate that the procesS of nami g makes more sense with tan-

gible objects than with two-dimensional representat ons. This

finding is consonant with numerous experimen al findings that children
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respond better to thre -dimentional stimuli than to two-dimen ional

items.

IV. CLOSING REMARKS

Th s paper has explored the question of how and why children

learn to use language to refer. In discussing linguistic represen-

tation we have distinguished between direct and indirect reference,

and have hypothesized that such factors as motivation, functional

predilections, and levels of linguistic consci usness may contribute

to the child's acquisition of reference.

The experimental evidence provided support for the hypothesized

developmental stages in naming st ategies in elicited indirect refer-

ence. There are , however

be

or

many empirical questions which remain to

asked. First, we will need to determine whether

ferent naming strategies when asked to identify

indirect reference. Second, we will want to see

strategies have des ribed under these experi

children use

an item in direct

whether the naming

ental conditions

approximate patterns used in spontaneous settings. And thiza it will

be interesting to explore the extent to which differences between

children's naming strategies correlate

general functional use of language.

differences in their
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Table 1. Responses Surred Across Experiments and r

Response Type

1 2 3 4

Frustra- Real(in- Descrip Made-Up Correct

tion correct) tion

Total

Age

3;1-3;8

3;9-4;4

Total

38

12

50

80

71

151

29

39

68

3

14

17

42

56

98

192

192

384



Table 2. Res- onses Summed by Experiment

Response Type

Experi-
ment 1 2 3 4 5 Total

31-38 Pic 23 40 10 1 22 96

Obj 15 40 19 2 20 96

Pic 7 33 22 25 96

Age 39-4;4 Obj 5 38 17 5 31 96

Pic 30 73 32 10 47 192

To al Obj 20 78 36 7 51 192

2 4



Age

Table 3. Responses Suiuied. by Stimulus Type

Response Type

Stianulus
Type 2 5 Total

2 1 40 48

nge
al

14 23 2 48

3;1-3;8
Made-Up 29 8 2 0 48

Animal

Made-Up. 26 12 0 0 48

Object

Corit- 2 1 45 48

Stran 3 20 11

3; 4;4
-Up
al

4 28 13 0 48

Mad Up 5 23 16 4 0 48

Object

2 1 85 96

Stxage 43 16 96

Animal

Total Made-Up 57 21 0 96-

Animal

Made Up 49 28 96

Object
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